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企業 加速實踐 建構
邊緣與資料中心的 基礎架構



人工智慧
將成為改變世界
的奇異點

有可能以我們一生中任何科技都
無法比擬的規模改變我們的生活
和工作方式



當今人工智慧的熱門應用

生成式 / 傳統型 AI
用於建構內容 決策和模式識別

Digital Twin / Robotics
用於建立



人工智慧使用案例遍佈各行各業

分子模擬
藥物研發

臨床試驗數據分析

金融 醫療保健 零售 IT維運

媒體與娛樂 製造 政府 能源

詐欺偵測
個人化銀行服務

投資洞察

防損管理
自動化盤點
客戶體驗分析

網路安全
基礎設施優化

角色塑造
影片編輯與影像創作

數位資產管理

工廠模擬
產品設計
預測性維護

文件摘要
審計合規
虛擬助手

知識庫問答
預測性維護
供應鏈分析



企業成功導入人工智慧的關鍵要素

專業人才與跨部門協作
結合技術專才與業務團隊，促進知識整合與創新落地

可擴展且安全的基礎架構
建構具彈性與高安全性的技術環境，以支援 解決方案的長期發展

明確的應用場景願景
需具備清晰的策略方向，以辨識並優先推動具影響力的 應用

資料品質與可存取性
確保資料準確、完整且易於取得，是推動 成效的基礎



從模型建構到部署， 提供全方位 運算解決方案

模型客製化模型建構
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模型部署及終瑞使用

HPE ProLiant XD HPE ProLiant DL



如何應用不同的 來配置最佳的 伺股器
應用需求
• 選擇模型：模型核心能力
• 目標任務：推論 vs. 調優

效能需求
• 模型大小與類型
• 企業Fine-Tuning 策略

模型客製化模型建構 模型部署及終瑞使用

間資料處理的效能最大化
透過 將主機上所有

做點對點的連接

加速 間資料處理的效能
透過 將主機上的

或 點對點的連接

適合推論與一般中小模型使用
透過 做為主機上 和 間

資料處理的溝通橋樑此架構



符合客戶的各種 應用需求

模型客製化模型建構 模型部署及終瑞使用

8 way GPU 2 ~ 10 way GPU 1 ~ 4 way GPU





生態系夥伴



HPE AI 生態系的核心角色與價值

基礎設施建構

伺服器支援

、

等 儲存設備與網路

支援 與 ，加速訓練與

推論效能

設計、建置、維運數據中心，結合最新技術

趨勢與工法演進，打造符合未來發展需求的

先進數據中心

私有雲、混合雲架構

提供代理型資料與應

用模式的一站式解決方案

： 即服務（

）企業可依需求啟動 計算資源

平台與軟體平台

與資料與模型生命週期管理

結合本地台灣業者

數位

無限，整合 家以上合作夥伴

、 、 、

應用平台，人機介面、視覺分析、數位孿生

， ， ，

算力租賃，顧問服務，專案預算申請協助



HPE AI 應用服務專刊



楊朝棟終身特聘教授兼圖資長東海大學圖書暨資訊處
October 16, 2025

首創AI校園平台，重塑智慧學習
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簡歷
• 學歷

– 交通大學資訊科學所博士(1996)
– 交通大學資訊科學所碩士(1992)
– 東海大學資訊科學系學士(1990)

• 專長
– 雲端計算、大數據、平行處理

• 經歷
– 資工系終身特聘教授/系主任
– 圖書暨資訊處圖資長
– 副教授、教授、特聘教授
– 圖書館館長、電子計算機中心主任
– 國家太空中心副研究員、台北捷運助理工程師

• 獲獎
全球Top 2%頂尖科學家
 2025年李國鼎會士獎
 2025年機械公會產學貢獻獎
 2024年IT Matters教師獎
 2023年IEET教學傑出獎
 2023年TACC傑出產業貢獻獎
 2022年資訊榮譽獎章
 2022年傑出電機工程教授奬
 2021年李國鼎穿石獎
 2021年傑出工程教授奬
 107年傑出資訊人才獎
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http://iicm.org.tw/
http://iicm.org.tw/
https://www.tami.org.tw/Contribution_Award2.html
https://award.ima.org.tw/news.html
https://www.ieet.org.tw/Pages/ArtMDoc.aspx?dirno=3e4b238b-cc3c-4e68-87ef-5f0183de4627
https://hpc.asia.edu.tw/tacc/news/667/
http://www.iicm.org.tw/award/award_bio.asp?at=pride&ay=2022
http://www.ciee.org.tw/download/111%E5%B9%B4%E4%B8%89%E7%8D%8E%E5%BE%97%E7%8D%8E%E5%90%8D%E5%96%AE.pdf
http://www.iicm.org.tw/award/award_bio.asp?at=lee&ay=2021-1
http://www.cie.org.tw/Honors/HonorsDetail?ch_id=5
https://excellence.itmonth.org.tw/107/prizewinner.aspx


多元AI修課路徑
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與ASUS、NVIDIA合作建置全台首座AI 
NB教學場域

東海為中部唯一被黃仁勳點名的大學
NVIDIA肯定「AI東海生成未來」教育方針

雙方合作近10年

https://udn.com/news/story/6928/8074787
https://udn.com/news/story/6928/8074787
https://www.thu.edu.tw/web/news/news_detail.php?cid=8&id=4115
https://www.thu.edu.tw/web/news/news_detail.php?cid=8&id=4115
https://www.thu.edu.tw/web/news/news_detail.php?cid=8&id=4115


大一中文課程改革-融入AI文本生成

中文：敘事與思辨(上學期)
中文：溝通與表達(下學期)

融入AI文本生成課程內容
培養鑑賞力、增加生產力
★★東海大一中文導入ChatGPT
進行閱讀、寫作以及文學作品訓練

製作文本生成器使用教材
提供師生學習利用

課名異動

強化內容

教材製作
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https://www.thu.edu.tw/web/news/news_detail.php?cid=8&id=3833
https://www.thu.edu.tw/web/news/news_detail.php?cid=8&id=3833


113.6.2 黃仁勳演講背板
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114.5.19 黃仁勳演講背板

7



114.5.19 東海大學為中部唯一場
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建構生成式AI資訊服務



https://udn.com/news/story/6928/8590669

10Confidential | Authorized HPE Partner Use Only

https://udn.com/news/story/6928/8590669
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兩台共四張NVIDIA H100 運算卡
• 提供課程教學助教機器人服務

• 開放申請 OpenAI相容API使用本地端服務

Subtitle
建置地端大型語言模型(LLM)主機 (http://chat.ithu.tw )

13Con�idential | Authorized HPE Partner Use Only

http://chat.ithu.tw/
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授課老師自建「課程助理
AI Agent」
1.使用者建立AI Agent之後，可
設定查詢模型及查詢檔案容。

2.使用者可將課程檔案上傳至 AI 
Agent中作為知識庫內容，建
立課程專屬 AI Agent。

3.全校學生可於咚咚妞Web中使
用此製作完成的 AI Agent。

課程虛擬助教建立流程



本地端提供大型語言模型

18Confidential | Authorized HPE Partner Use Only

於HPE DL380 (AMD+NVIDIA) 執行
GPT-OSS-20B及GPT-OSS-120B供
師生使用地端大語言模型
1. 透過咚咚妞Web介面，提供Azure GPT-5
以及於地端H100執行之GPS-OSS 20B 及
120B 模型供使用者使用。

2. 除GPT-OSS外，亦於本地端提供
Embedding及Rerank模型，可在地端完
成RAG工作。

3. 全校師生亦可申請校內API Endpoint 使
用以上地端模型之權限。



提供師生建立 GPTs / Gem 類似的 AI Agent
使用方向說明

19Confidential | Authorized HPE Partner Use Only
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http://chat.ithu.tw 

http://chat.ithu.tw/


https://chat.ithu.tw/share/8AWApMWDwbpgfqf8TCpRP 

21Con�idential | Authorized HPE Partner Use Only

https://chat.ithu.tw/share/8AWApMWDwbpgfqf8TCpRP


解決問題: 會診護理紀錄自動生成摘要彙整 以達省時省力目標
運用AI技術: 利用 Fine-Tuning 後的 Gemma 生成護理紀錄
單位合作: 光田綜合醫院
• 訓練設備: NVIDIA H100 x 2
• 基礎模型; Gemma 3- 12B-IT

LLM於醫護病歷摘要彙整

Con�idential | Authorized HPE Partner Use Only 22



• 資料集大小: 1222 筆 (思維鏈強化資料 CoT Augmentation)
• 訓練方式: 監督式微調 (SFT) + LoRA + 參數高效微調 (PEFT)
• 訓練時間: 74.8 minutes
• VRAM使用量(Peak): 88 (GPU#1) + 86 (GPU#2) = ~194 GB

KTTHU 模型訓練規格

Confidential | Authorized HPE Partner Use Only 23



KTTHU 模型訓練技術總架構圖

Con�idential | Authorized HPE Partner Use Only 24

思維鏈強化資料

PrivNurse AI 系統總體架構圖

CoT Augmentation
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12B

減少推理VRAM需求達16.3 GB，準確率僅輕度降低約 0.05分

模型準確率
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解決問題: 會診急診紀錄自動生成摘要彙整以達省時省力目標
運用AI技術: 利用 Fine-Tuning 後的 Gemma 生成護理紀錄
單位合作: 臺中榮總醫院急診部
• 訓練設備: NVIDIA H100 x 2
• 基礎模型: Gemma 3- 12B-IT

LLM於急診出院病歷摘要彙整

Confidential | Authorized HPE Partner Use Only 28



• 資料集大小: 5000 筆
• 訓練方式: 監督式微調 (SFT) + LoRA + 參數高效微調

(PEFT)
• 訓練時間: 149.1 minutes
• VRAM使用量(Peak): 92 (GPU#1) + 91 (GPU#2) = ~183 

GB

TVGH-THU 模型訓練規格

Con�idential | Authorized HPE Partner Use Only 29



• 研究目的 (核心目標)：
1. 開發生成式AI急診出院病歷摘要彙整系統
2. 運用LLM、監督式微調、量化低秩矩陣技術
3. 達到自動化生成出院病歷摘要，減輕醫護文書負擔

• 研究重要性 (價值與貢獻)：
1. 提高醫護效率：大幅縮短病歷摘要撰寫時間、減輕負擔
2. 提升醫療品質：可提高病歷摘要一致性、完整性、標準化，減少人
為錯誤

3. 優化資源分配：醫護人員可投入更多時間於病人照護
4. 技術創新示範：為國內智慧醫療提供可參考生成式AI案例

LLM於急診出院病歷摘要彙整

Confidential | Authorized HPE Partner Use Only 30



生成式 AI 應用於急診出院病歷摘要彙整(臺中榮總)

Con�idential | Authorized HPE Partner Use Only 31



解決問題:英文心臟超音波報告量大且異質，跨科溝通與病人可讀性不足。
運用AI技術: 利用 Fine-Tuning 後的 LLaMA 翻譯和摘要心臟超音波報告
(雙模型)
單位合作: 台中榮民總醫院
• 訓練設備: Tesla T4 16GB
• 部屬設備: RTX 5070 Ti
• 基礎模型: LLaMA 3.2 3B Instruct

LLM於心臟超音波翻譯摘要

Confidential | Authorized HPE Partner Use Only 32



• 研究目的 (核心目標)：
1. 開發容器化臨床文字處理系統，實現雙階段翻譯與摘要流程。
2. 運用大型語言模型與高效微調技術 (LoRA / QLoRA)，支援本地端低資
源部署。

3. 建立數值／單位一致性檢查機制，降低病歷生成過程的偏差風險。
4. 提供模型與參數即時切換，便於多模型比較與臨床／教學示範。

• 研究重要性 (價值與貢獻)：
1. 操作彈性：支援模型與參數即時切換，便於比較與測試。
2. 數據真實：導入數值／單位檢查，避免臨床數據偏差。
3. 臨床價值：心臟超音波報告翻譯後仍艱澀難懂，提供簡單易懂友善翻譯

和摘要。

LLM於心臟超音波翻譯摘要

Con�idential | Authorized HPE Partner Use Only 33
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東方學府育英才
海闊天空志不改
慧詰創新展光彩
與時俱進拓新脈
生生不息如花開
成功卓越創未來

感謝聆聽
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